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Abstract 

This study aim is to examine forecasting and events insurance data in stock market in Jordan, 

amman stock exchange “ASE” by using mixed methods the ARIMA and wavelet transform 

(OWT) in order the empower active participation of the insurance market and decision-makers 

in a position for forecasting the marketplace. Therefore, in the current study First, the series of 

price indexes became decomposed by way of wavelet transform, and then the smooth series 

anticipated by using the ARIMA. Furthermore, the comprehensive frequency parts of the signal 

are used in order to explore their events through the decomposed data, also, the current study 

provides an appropriate model with the aid of compounding the linear approach ARIMA with 

using WT, the outcomes suggest superiority of the designed system in predicting charge 

coverage time series records the usage of Daubechies Wavelet transform and ARIMA model.  

Keywords: ARIMA model, Amman stock exchange, insurance data, Wavelet transform. 

 

1. Introduction  

Insurance stock market inclination are a tough undertaking, which many elements impact 

insurance stock market performance, includes political events, monetary conditions, and trader 

expectancies (Mohammad, 2022). Although, pokers and traders depend heavily on numerous 

sorts of intelligent systems to make their decisions, up to now their success has been limited 

(Abu-Mostafa et al., 1996).  There is no consensus among specialists on the effectiveness of 

forecasting an insurance time series, economic specialists find it tough to make correct 

predictions and forecasts for the insurance stock market due to the fact it tends to be nonlinear, 

unsure, and non-stationary (Al-Smadi and Al-Smadi, 2021, L.A.Zadeh (1994), regression 

models, Refenes et al., 1994  and discriminate analysis model, Yoo,et al., 1993 ARIMA model). 

Generally, these prediction models directly without any transformation suffer limitations due to 

the giant noise and excessive dimensionality of stock price data. Other attempts have been made 

to forecast monetary markets that vary from traditional time series techniques to the usage of 
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ARIMA (Engle 2001). However, the main disadvantage of ARIMA model is the enormous 

difficulty of interpreting the results. This study diverges from previous attempts at forecasting 

stock prices by proposing a method that uses the Wavelet transforms (WT) combined with 

ARIMA, this process create a transparent architecture (Al- Rawashdi et al., 2015).  

WT is an extraordinarily new area in sign processing, authors i.e. (Ramsey and Zhang,1997 and 

Cohen et al.,1993) explained that WT mathematical functions decompose data into different 

frequencies, and then each element is studied with a resolution matched to its scale, where a scale 

denotes a time horizon. WT filtering is closely associated with the volatile and time-varying 

traits of the actual global time collection and isn't always restrained by way of the stationarity 

assumption (Popoola and Ahmad 2006). The WT decomposes process into variance scales, 

making it useful in distinguishing seasonality, revealing structural breaks and volatility clusters, 

and identifying locally or globally dynamic characteristics of a manner at particular timescales, 

(Gencay et al., 2001).  

WT analysis has been proven to be particularly useful in reading, modeling, and predicting of 

financial tools e.g. stocks and exchange rates, and interest rates, (Ramsey 1999 and Papagiannaki 

et al., 2005). This study applies wavelet transform using the orthogonal wavelet functions which 

are (Haar, Daubechies, Coiflet and symmelt) to decompose the insurance time series then 

combine the approximation coefficients with ARIMA model in order to make improve the 

forecasting accuracy then select the best wavelet function in forecasting. Then finally we 

compare the forecasting using the combined method with the forecasting using ARIMA model 

directly. The framework combines several statistical methods and soft computing techniques 

using MATLAB software and other statistical packages. The data used will be presented in next 

section. The next section of this study 2.0 will present the Literature review. While the 

methodology of the study that include data sample, model, and research framework will show in 

section 0.3 provide. section 0.4 will describes the experimental result that explained the 

effectiveness of WT. In last section which is 0.6 this study will show the conclusion and 

contribution. 

 

2. Previous Study  

Hsieh et al., (2011) provided a model for forecasting stock by using a compound of WT, recurrent 

neural community, and bee colony set of rules. First, disintegrated the price time series by using 

WT the forecasting changed into accomplished through recurrent neural network and the 

acquired weights of the neural network have been optimized by a bee colony set of rules and 

algorithms.  

The presented model tested on data of Dow Jones Industrial Average, a 100 index London Stock 

Exchange, 225 Tokyo Stock Exchange and Taiex index, Taiwan Stock Exchange. the authors 

make a comparison to the given model of neural network and bee colony algorithm, vague time 

series and vague neural network. The suggested model had much less error than the other model 

in all cases. 
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Hadavandi, Shavandi, and Ghanbari (2010) Provided a new method for the forecasting of stock, 

through use of a compound of neural network and vague genetic, this model is applied in IT and 

airline industry of Newyork Stock Exchange. The suggested version became compared to 

ARIMA and genetic algorithm and neural network which had been utilized in prediction and in 

all instances it resulted better than the preceding fashions. 

Chung and Lu (2008) utilize the fuzzy rule of TSK type to predict stock, which this rule considers 

technical index for all enter variables and the received result is a linear compound of input 

variables. This model has been tested from different data collected from Taiwan companies, the 

results showed that a precision is near 79.6% in TSE index and 98.08% in Media Tek, since the 

investors revise their predictions in line with the maximum latest prediction mistakes. Moreover, 

Chung et al., (2008) used the two-element Fuzzy model for prediction, by using the stock index 

and the amount of trade as elements that are effective in price index prediction. The result showed 

the high capability of this model to forecast of stock price index. 

Chen et al., (2007) explored the predict stock price by utlizeing Fuzzy time series model on 

Fibonacci sequence, this study used 5 years’ period to collect data on TSMC and used 13 years 

period for TAIEX. The obtained model is superior to the prevalent Fuzzy time series model. 

Furthermore, Lin et al., (2004) used NN5 model in stock price prediction in Hong Kong in 2007, 

on stock data of 2 banking stocks The model indicates a total success rate of more than 70% in 

predicting bankruptcy of companies. 

A few researchers used different model i.e. (Farnsworth et al., 2004) used genetic making plans 

to expect each day output of S&P500 index quantity which suggests the hypothesis of 

marketplace efficiency. S&P500 is one of the maximum commonplace indexes that have been 

studied internationally. Furthermore, Refenes, Zapranis and Francis (2011) have been compared 

the characteristic of stocks price model with regression models via its modeling with the aid of 

neural network, which this networks are used as a substitution for classical statistic strategies on 

this studies and these networks were used to are expecting massive companies shares. The results 

imply that neural networks function higher than statistic strategies and that they provide 

advanced methods. 

 

3. Methodology  

Much of the previous research used technical evaluation, essential analysis, and linear regression 

to expect market direction, (Zhang et al., 2002). However, price forecasting is usually carried 

out using technical evaluation or fundamental evaluation. Technical evaluation focuses on 

market movement, while fundamental evaluation points to the supply and demand forces that 

push the rate moves. The basic hypotheses of this examination supported via research of the 

insurance time series (Al-Smadi et al., 2023).  

To examine the link between the selected variables of this study, this work gives a mixed 

technique that integrates a wavelet (WT) and the ARIMA-based total forecasting scheme. 

(Fieger. 1) shows the fundamental methods of this approach. Wavelet theory is applied for 

information preprocessing, because the illustration of a wavelet can address the non-stationarity 
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concerned in the financial time series (Ramsey 1999). The key characteristic of wavelets for 

financial analysis is decomposition by means of time scale. Economic and financial sectors 

incorporate variables that operate on diverse time scales simultaneously; thus, the link among 

variables may be different throughout time scales. which one of the many benefits of the wavelet 

technique is the flexibility in handling quite irregular facts series (Popoola and Ahmad 2006). 

This study uses the WT as the principle wavelet rework tool. A wavelet now not only 

decomposes the data inters of instances and frequency, but also appreciably reduces the 

processing time. "Let n"denote the time collection size, then the wavelet decomposition used in 

this observation can be determined in "O (n) time", (bramovich, et al., 2002). The following 

framework might summarize the study method for this study: 

 

Fieger. 1 Research Framework 

Wavelets theory is based on Fourier analysis, which represents any function as the sum of the 

sine and cosine functions. A wavelet is simply a function of time t that obeys a basic rule, known 

as the wavelet admissibility condition, (Gencay et al., 2002): 

0

( )f
C df

f




=            (1) 

Where ( )f  is the Fourier transform and a function of frequency f, of ( )t . The wavelet 

transform (WT) is a mathematical tool that can be applied to numerous applications, such as 

image analysis and signal processing. It was introduced to solve problems associated with the 

Fourier transform as they occur. This occurrence can take place when dealing with nonstationary 

signals, or when dealing with signals that are localized in time, space, or frequency. Depending 
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on the normalization rules, there are two types of wavelets within a given function/family. Father 

wavelets describe the smooth and low-frequency parts of a signal, and mother wavelets describe 

the detailed and high-frequency components. In the following equations, (2a) represents the 

father wavelet and (2b) represents the mother wavelet, with j=1, ..., J in the J-level wavelet 

decomposition: (Ramsey 1999) 

/2

/2

, 2 ( 2 / 2 )

, 2 ( 2 / 2 )

j j j

j j j

j k t k

j k t k

 

 

−

−

= −

= −
                  (2) 

Where J denotes the maximum scale sustainable by the number of data points and the two types 

of wavelets stated above, namely father wavelets and mother wavelets, and satisfies: 

( ) 1   and ( ) 0t dt t dt = =        (3) 

Time series data, i.e., function f(t), is an input represented by wavelet analysis, and can be built 

up as a sequence of projections onto father and mother wavelets indexed by both {k}, k = {0, 1, 

2,. . .} and by{S}=2j, {j=1,2,3,. . .J}. Analyzing real discretely sampled data requires creating a 

lattice for making calculations. Mathematically, it is convenient to use a dyadic expansion, as 

shown in equation (3). The expansion coefficients are given by the projections: 

, , , ,( ) ,   ( ) ,j k j k j k j kS f t dt d f t dt = =       (4) 

The orthogonal wavelet series approximation to f (t) is defined by: 

( ) , , ( ) , , ( ) 1, 1, ( ) ... 1, 1, ( )F t Sj k j k t dj k j k t dj k j k t d k k t   = + + − − + +         

(5) 

( ) , , ( )

( ) , , ( )

Sj t Sj k j k t

Dj t dj k j k t





=

=




                     (6) 

through Eq. (5) WT method used a set of wavelets to find the coefficient of the approximation 

for a discrete signal. Where ( ) and ( )Sj t Dj t  are introducing the easy and information 

coefficients respectively. The coefficients reveal the maximum important functions of the data 

group and the info coefficients are used to discover the principle capabilities inside the dataset.   

(Al-afeef et al., 2024)  

When the dataset pattern is random, the WT procedure is frequently applied. The goal of 

preprocessing is to reduce the Root Mean Squared Error (RMSE) among the signs before and 

after transformation. The noise within the authentic data can thus be eliminated. Importantly, the 

adaptive noise in the training style may additionally reduce the chance of becoming in the 

training process, (Patterson 1996). Thus, this study use WT twice to preprocess training data 

statistics. 
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3.1 Study population  

Table 1. Statistical analysis 

 

the current study collected data 2005-2015 period from daily insurance stock market data, which 

use for statistical of 2500 data The above table (table, 1) shows the statistical data. 

3.2 ARIMA Model 

in the body of the previous study Application of nonlinear regression to price predictive has no 

longer been mentioned up to now. Other techniques of econometric modeling are univariate time 

series techniques i.e. (autoregressive moving average, ARMA) [3,9]. Moreover, ARMA is an 

appropriate model for stationary time series information, even though most of the software 

program uses least square estimation which calls for constant. To triumph over this issue and to 

permit ARMA model to address non-constant bound data. As well as, ARIMA is The model that 

functions by separating non-stationary data one or more times until the time series becomes 

stationary again and then finds the suitable model for the chosen data. ARIMA version has got 

very high interest inside the scientific region.  This model was developed by ( Box and Jenkins 

in 1970). ARIMA the method contains a large wide variety of models e.g. (p, q, d) "where: P: 

order of autoregressive part (AR), d: level of first differentiation (I) and q: order of the first 

moving element (MA). Note that, if there is no differencing been done (d = 0)". The general 

mathematical ARIMA model can be defined as [3,9]:  

( )
.

( )
t t

v
W a

v





= +

 

Where: 

Table 2:  ARIMA model item 
Item Abbreviation  

t Indexes time  

Wt 
The response series tY   


 

The mean                         

v The backshift operator 

( )v
 

1( ) 1 ( ) ... .p

pv v v  = − − −
 

The autoregressive operator 

( )v
 

1( ) 1 ( ) ... .p

pv v v  = − − −
 

The moving-average operator 
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ta
 

The random error 

The model that is built in the current study proceeds according to the following steps: 1- identify 

the suitable Model, 2- Model parameter estimation, 3- Model Diagnostics and Forecasting. 

 

4. Results of the study  

 

Fig1. Wavelet transform using Daubechies function 

The applying of the Daubechies function of WT to the historic data decomposes them into 

different levels that divulge their vital structure and it generates detail coefficients at every one 

of the 3 decomposition stages, the 3 degrees of decomposition can be carried out via the 

Daubechies function of wavelet rework using the subsequent equation: S=a3+d3+d2+d1.Where 

S refers to the original signal. Then the next part consists of one approximation level (a3), a3 

which shows the plot of the approximation coefficients for the transformed data using 

Daubechies function of wavelet transform. The following parts of d1, d2 and d3 represent the 

details levels, whereby, d1 is the plot of the first level of the details coefficients, d2 is the plot of 

the second level of the details coefficients and d3 is the plot of the third level of the details 

coefficients. Any of these three levels (d1, d2 and d3) can be adopted for explaining the data. in 

d2 the data becomes easier, and which quantity of the data will be decreased to reach the 

appropriate level in order to investigate the stock market trend. 

In order to improve the forecasting accuracy then the following table shows that the accuracy 

have been improved and once we combine Daubechies function of wavelet transform with 

ARIMA model then give better results than the forecasting using ARIMA model directly based 

on mean absolute percentage error (MAPE). Table 3 shows that the difference in terms of 

percentage is significant since in this research, the first predictive way which is Daubechies 

function of wavelet transform with ARIMA achieved a MAPE of 4.6% compared ARIMA 

directly 12.18%. Therefore, the findings in this table indicate further that Daubechies function 

of wavelet transform gives more accurate results compared to other functions. 
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Table 3. MAPE 
ARIMA directly ARIMA + WT WT 

13.5% 17.4% Haar 

12.18% 4.6% Db 

8.75% 7.35% Symm 

8.3% 7.3% Coef 

 

5. Conclusion 

This research applied the Daubechies function of wavelet transform on Amman stock exchange 

"ASE” insurance data. The achievement of this study is removing the outliers and irregular 

information. Therefore, in this study, the sample data set became experimentally examined in 

phrases of predictive accuracy, which is the purpose of doing so, first whether Daubechies 

function of wavelet remodel mixed with an appropriate ARIMA model produces more correct 

forecasting compared to ARIMA method without delay. Second, to find out which WT model, 

(HWT or DWT) is better at forecasting. In order to do that, HWT, DWT, Symm and Coef are 

combined with ARIMA model respectively and used to proactive insurance dataset. The findings 

of the use of statistical prediction standards MAPE have found out that Daubechies function of 

wavelet transform is more accurate at forecasting than different models. 
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